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In predictive statistics, an “interaction” occurs when a predictor/target relationship is affected by another predictor. A much abused application-scoring example is Accommodation Status versus Applicant Age, where “Live with Parents” predicts differently for young and old. As a rule, non-parametric techniques address interactions better, but the models tend towards the 
opaque. Parametric “regression” models are more transparent, but multiple models or interaction variables may be required. The task of identifying the splits or interaction variables can be tedious. Common approaches are hit-and-miss experimentation, the use of decision trees, or cluster analysis. So many statistics measure bivariate relationships; no simple measure of these trivariate relationships could be found. 
This paper presents a relatively-simple measure based on log-likelihood residuals. It allows characteristic pairs to be ranked by their accuracy/inaccuracy given a set of probability estimates, no matter how they are derived. Results can be presented in a table with symmetrical properties like a correlation matrix. Ultimately, the purpose of this statistic is to better understand the data and guide decisions regarding data transformation and modelling choices. The fewer the interactions, the simpler the methodologies that can be employed. Where interactions exist, modellers will then have the insight to identify and address them.
