Active Learning for Reject Inference in Credit Scoring

[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Credit scoring models support loan approval decisions in the financial services industry. Lenders train such models on data of previously accepted credit applications, where the borrowers' repayment behavior has been observed. This creates sampling bias: the training data is not representative of the general population of borrowers. The sampling bias deteriorates the model's performance when the model is used to screen new applications. Reject inference comprises techniques that aim to mitigate sampling bias by labeling rejected credit applications in a static classification setting.

This paper makes two contributions. First, we use active learning (AL) to develop a dynamic reject inference framework for credit scoring. When screening incoming credit applications, AL algorithm identifies unlabeled cases (i.e., applications rejected by a scorecard) that should be labeled (i.e., granted a loan) based on the expected impact on the scoring model. Issuing a loan to a risky customer who would normally be rejected incurs additional cost for the lender. At the same time, augmenting the training data with applications from the unexplored distribution regions reduces sampling bias and improves the scorecard’s performance on future credit applications.

Second, we perform an empirical study on synthetic and real-world credit scoring data to test the suggested AL-driven reject inference framework and investigate the trade-off between the labeling costs and performance gains within a dynamic acceptance process. We compare three established AL algorithms: uncertainty sampling, query by committee and optimized probabilistic active learning. AL methods are benchmarked against random augmentation and conventional reject inference techniques such as hard cutoff augmentation and parceling. Preliminary results indicate that query by committee performs best in terms of predictive performance and profitability.
